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Defining $N_{1}:=\sum_{n=1}^{N} y_{n}$ to be the number of "successes" in the data, after updating, the posterior is then

$$
\mu \mid \mathbf{y} \sim \operatorname{Beta}\left(a_{0}+N_{1}, b_{0}+N-N_{1}\right)
$$

In other words, the number of "successes" (1s) and "failures" (0s) in the data add to the $a$ and $b$ parameters of the Beta respectively
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Note that we can rewrite the posterior mean as follows:

$$
\begin{aligned}
\mathbb{E}[\theta \mid \mathbf{y}] & =\frac{a_{0}}{a_{0}+b_{0}+N}+\frac{N_{1}}{a_{0}+b_{0}+N} \\
& =\frac{a_{0}}{a_{0}+b_{0}} \frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}+\frac{N_{1}}{N} \frac{N}{a_{0}+b_{0}+N} \\
& =\mathbb{E}[\theta]\left(\frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}\right)+\bar{y}\left(\frac{N}{a_{0}+b_{0}+N}\right)
\end{aligned}
$$

## Review: Beta-Bernoulli Model

Defining

$$
\alpha=\frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}
$$

this is

$$
\begin{aligned}
\mathbb{E}[\theta \mid \mathbf{y}] & =\mathbb{E}[\theta]\left(\frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}\right)+\bar{y}\left(\frac{N}{a_{0}+b_{0}+N}\right) \\
& =\mathbb{E}[\theta] \alpha+\bar{y}(1-\alpha)
\end{aligned}
$$

## Review: Beta-Bernoulli Model

Defining

$$
\alpha=\frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}
$$

this is

$$
\begin{aligned}
\mathbb{E}[\theta \mid \mathbf{y}] & =\mathbb{E}[\theta]\left(\frac{a_{0}+b_{0}}{a_{0}+b_{0}+N}\right)+\bar{y}\left(\frac{N}{a_{0}+b_{0}+N}\right) \\
& =\mathbb{E}[\theta] \alpha+\bar{y}(1-\alpha)
\end{aligned}
$$

That is, the posterior mean is a weighted average of the prior mean and the data mean, with weights coming from the virtual sample size of the prior and actual sample size of the data
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- There are 10000 flips overall, each with a binary result
- We could model $Y_{1}, \ldots Y_{10000} \mid \mu \sim \operatorname{Bernoulli}(\mu)$ but... that throws away structure
- If some people are psychic and others aren't, then the psychic individuals' have a different $\mu$
- We'd like a model that allows each person to have a different $\mu$, while also being able to learn something about the population as a whole
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Recall Peter Venkman's experiment to test for extra-sensory perception: Each of 1000 people attempted to call the result of 10 consecutive coin flips. How can we model this data?

- Let $\omega$ represent the mean success rate across the population, and $\kappa$ tell us something about the homogeneity of the population
- Then we might define
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